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Data Presentation and Statistics
 
Presenting data - tables and plots, mean, median, mean 

absolute deviation, standard deviation, concepts of 

probability distribution functions (PDF), random PDF - 

normal (Gaussian); lognormal; rectangular; triangular; 

exponential; gamma, Discrete PDF - binomial and 

Poisson, derived PDF-student t; F; χ², shape of 

distribution - skewness and kurtosis, sampling 

distributions-central limit theorem.  
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Lecture 
01

Definition

• Data are pieces of information collected through observation, 
measurement, or experimentation. 

• They can be quantitative (numerical) or qualitative (descriptive). 

• In scientific research, data are crucial for testing hypotheses, 
drawing conclusions, and validating theories.

Data

Data

Quantitative Data Qualitative Data

• Discrete Data
Countable, e.g., 
No of student in 
class, no of car in 
a park

• Continuous Data
Any value within a 
range, e.g., height 
of students, temp 
of a room

• Nominal Data
categorical data without any order, e.g., 
hair color (blonde, brown, black) or types 
of fruit (apple, banana, orange)

• Ordinal Data
categorical data with a meaningful order, 
e.g., customer satisfaction ratings 
(satisfied, neutral, dissatisfied) or 
education levels (high school, bachelor’s, 
master’s



Lecture 
01

Definition

• Data presentation refers to the process of organizing and displaying 
data in a visual or textual format to make it easier to understand and 
interpret. 

• This can involve using various tools and methods to highlight trends, 
patterns, and insights from the data. 

• Effective data presentation helps communicate complex information 
clearly and concisely, facilitating informed decision-making and deeper 
analysis.

Data Presentation

Tables Graphs and Charts Infographics

Some Common Methods of Data Presentation
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Definition

• Tables are organized form for displaying data collected during 
experiments or research. 

• They typically consist of rows and columns, where each column 
represents a variable, and each row represents a different observation 
or data point.

Tables

Key features of scientific data tables include:

1. Title: Each table should have a clear, descriptive title that explains 
the content and purpose of the table.

2. Numbering: If you have multiple tables, number them sequentially (e.g., 
Table 1, Table 2).

3. Column Headings: Use clear and informative headings for each column, 
including units of measurement where applicable.

4. Consistency: Ensure consistent formatting throughout the table, 
including the use of the same units and decimal places.

5. Data Organization: Arrange data logically, typically with the 
independent variable in the leftmost column and dependent variables in 
subsequent columns.

6. Footnotes and Annotations: Include any necessary footnotes or 
annotations to explain abbreviations, symbols, or specific data points.
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Definition

• Tables are organized form for displaying data collected during 
experiments or research. 

• They typically consist of rows and columns, where each column 
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Example:

Tables

No. of 
observation

1 3.86 2.51 1.22

2 3.92 2.6 13

3 3.88 2.55 1.27

No. of 
observation

1 10.1 12.2 2.1

2 10 12 2

3 10.2 12.4 2.2

Table 1 Measured length, width and 
              height of a given solid1

1Dimensions are measured using meter scale.

Table 2 Measured volume of a given solid2

2Volumes are measured using cylinder by 
displacement method.



Lecture 
01Chart/Graph/Plot

Chart

• A chart is a visual representation of data designed to make the 
information easier to understand. 

• Charts can take various forms, such as bar charts, pie charts, and 
line charts. 

• They are often used in business, education, and media to present 
data in a clear and concise manner.

Plot

• A plot is a type of chart that specifically represents data points on 
a coordinate system. 

• Plots are used to show the relationship between two or more 
variables. Common types of plots include scatter plots, line plots, 
and histograms. 

• They are frequently used in scientific and statistical analysis to 
identify trends, patterns, and correlations.

Graph

• A graph is a broader term that encompasses both charts and plots. 

• It refers to any visual representation of data that uses points, 
lines, bars, or other symbols to convey information. 
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Lecture 
01Chart/Graph/Plot

1 Title
 

Clearly state what the graph represents, such as “The Relationship Between 
Temperature and Reaction Rate.”

2 Axes • X-Axis (Horizontal): Represents the independent variable. Label it with the 
variable name and units.

• Y-Axis (Vertical): Represents the dependent variable. Label it with the variable 
name and units (quotient of a quantity and a unit) .

• Scale: Choose an appropriate scale for both axes to ensure the data is spread 
out and the graph is as large as possible

3 Data Points • Plot Accurately: Mark each data point precisely according to its coordinates.
• Line of Best Fit: If applicable, draw a line of best fit to show trends. Do not 

connect the dots directly unless it’s a time series

4 Labels and 
Units

• Axis Labels: Include the name of the variable and the unit of measurement 
(e.g., “Temperature (°C)”).

• Legend: If multiple data sets are present, use a legend to differentiate them

5 Clarity and 
Neatness

• Use Pencil and Ruler: Draw axes, bars, and lines neatly.
• Avoid Clutter: Ensure the graph is easy to read by avoiding overlapping labels 

and data points

6 Review • Check for Errors: Verify that all data points are plotted correctly and that the 
graph accurately represents the data.

• Adjust if Necessary: Make any necessary adjustments to improve clarity and 
accuracy
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Plotting Scientific Graph

Let us consider the following experimental data point

X/mole 0.1212 0.1398 0.1584 0.1771 0.1956 0.2142 0.2328 0.2514 0.2702 0.2886 0.3072

Y/cm3 52.03 52.62 53.05 53.74 54.07 54.71 55.31 55.71 56.43 56.74 57.38



Plotting Scientific Graph





Figure X.XX Volume of ethanol-water solution against mole 
number of ethanol 

n2/mole

V
/c

m
3
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1. Dot Plot
•Description: A dot plot represents data points along a 
number line, with each dot representing a value or 
frequency.
•Merits:

• Simple to construct and interpret, especially for 
small data sets.

• Clearly displays clusters, gaps, and outliers.
• Allows for easy comparison between multiple data 

sets.
•Demerits:

• Inefficient for large data sets, as overcrowding can 
make individual values hard to distinguish.

• Does not work well for continuous data or large 
ranges of values.
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2. Stem-and-Leaf Plot
•Description: A stem-and-leaf plot splits data values into a 
"stem" (typically the leading digit(s)) and a "leaf" (the trailing 
digit). It’s useful for displaying the shape of the distribution.
•Merits:

• Retains actual data values, so exact values are visible.
• Useful for small to medium data sets, providing insight 

into data distribution.
• Simple to construct by hand.

•Demerits:
• Difficult to use for very large data sets or when data 

has many decimal places.
• Can be confusing for data with a wide range of values.
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3. Box Plot (Box-and-Whisker Plot)
•Description: A box plot displays data based on five summary 
statistics: minimum, first quartile, median, third quartile, and 
maximum. Outliers may be shown as individual points.
•Merits:

• Highlights central tendency and spread (quartiles) in 
the data, as well as potential outliers.

• Allows for easy comparison of distributions across 
different data sets.

• Effective in summarizing large data sets without 
showing individual values.

•Demerits:
• Limited detail, as specific data points are not shown.
• May not be helpful for small data sets.
• Interpretation requires understanding of quartiles.
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4. Histogram
•Description: A histogram groups data into bins (intervals) and 
uses bars to display the frequency or relative frequency of data 
within each bin.
•Merits:

• Useful for understanding the distribution and spread of 
large data sets.

• Shows the shape of the data distribution (e.g., normal, 
skewed).

• Effective for continuous data.
•Demerits:

• Choice of bin width can affect interpretation; different 
bin widths may reveal or obscure patterns.

• Does not retain individual data points.
• Not ideal for small data sets, as results may be 

misleading.



Measure of Location
Measure of location-
― can help to summarize large data by providing a single 

value that represents the center or typical value of the 
data. 

― help to reduce the complexity and variability of the data, 
and

― facilitate comparison and interpretation.

― The main measures of location are the 
o Mean (average)
o Median
o Mode
o Quartiles
o Percentiles



Mean (Average)



Mean (Average)



Mean (Average)
Example 2: Table 1 is the frequency distribution of the number of days on 
which 100 1st year students were late in the class in a given month. Using 
this data, find the mean number of days on which a student is late in a 
month.  

No. of 
days 

late (x)

No. of 
students 

(f)

No. 
of 

Days

1 32 32

2 25 50

3 18 54

4 14 56

5 11 55

Table 1



Mean (Average)
Example 3: Table 2 is the frequency distribution of the volume of standard 
1.0 M NaOH solution required to titrate 15.00 mL nitric acid solution. 
Using this data, find the mean volume of NaOH solution.  

Class 
Boundaries 

(mL)

Class 
midpoints 
(CM) (x)

Frequency 
(f)

(fx)

13.76 - <13.88 13.82 1 13.82

13.88 - <14.00 13.94 1 13.94

14.00 - <14.12 14.06 8 112.48

14.12 - <14.24 14.18 10 141.80

14.24 - <14.36 14.30 13 185.90

14.36 - <14.48 14.42 14 201.88

14.48 - <14.60 14.54 3 43.62

Table 2: Volume of NaOH  



Mean (Average)
The arithmetic mean is a common measure of central tendency that represents 
the average value of a data set. Here are some advantages and disadvantages of 
arithmetic mean with examples:
• Advantages:
• It is easy to understand and calculate. For example, the arithmetic mean of 2, 

4, and 6 is (2 + 4 + 6) / 3 = 4.
• It is easy to work with and use in further analysis. For example, the 

arithmetic mean can be used to calculate other statistics like variance and 
standard deviation.

• It works with different types of data, such as interval, ratio, and some 
nominal data. For example, the arithmetic mean can be used to find the 
average temperature, income, or rating.

• Disadvantages:
• It is sensitive to extreme values or outliers, which can skew the mean and give 

a misleading impression of the data. For example, the arithmetic mean of 2, 4, 
6, and 100 is (2 + 4 + 6 + 100) / 4 = 28, which is much higher than the median 
of 5.

• It is not suitable for time series data, which are data collected over time. For 
example, the arithmetic mean of the daily stock prices of a company may not 
reflect the trend or volatility of the market.

• It assumes that all values are equally important, which may not be true in some 
cases. For example, the arithmetic mean of the test scores of a class may not 
account for the difficulty or weight of each test.



Weighted Mean (Average)

• The weighted mean is used when the values in a data set are 
not all of equal importance. 

• The weight can be thought of as a measure of the importance 
of each value in the data set.

For instances:

✓Atomic masses are computed by weighting the natural 
abundance to the isotopic masses.

✓  Grade point average (GPA) is computed by weighting the 
credit point of courses to grade point earned.



Weighted Mean (Average)
Example 4: The isotopic masses and relative abundance of sulfur are given 
in Table 3. Using this data, find the atomic mass of sulfur.  

Isotope 
of sulfur

Isotopic mass 
(x)

Relative abundance 
(%) (w)

(wx)

32S 31.972071 95.020 3037.986186
33S 32.971459 0.750 24.728594
34S 33.967867 4.210 143.004720
36S 35.967081 0.020 0.719342

Table 3: Isotopic masses and relative abundance of sulfur



Weighted Mean (Average)
Example 5: Toma got semester grade points (SGP) in 1st year odd semester 
examination as shown in Table 4. Using this data, find Toma’s SGPA in the 
examination.  

Course SGP (x) CP (w) (wx)

0531-1111 3.75 2 7.50

0531-1121 2.50 2 5.00

0531-1122 3.00 2 6.00

0531-1131 3.75 2 7.50

0533-1132 2.25 2 4.50

0541-1101 3.50 3 10.50

0542-1102 4.00 3 12.00

0231-1103 2.00 0 0.00

0531-1100L 3.75 3 11.25

Table 4: SGP and credit points (CP) of different courses



Geometric Mean (Average)



Geometric Mean (Average)
Example 6: The following values of hydrogen ion activity for different trials 
are obtained from electromotive force measurement (emf) using glass 
electrodes: 1.122x10-4 mol/L, 1.115x10-4 mol/L, 1.125x10-4 mol/L, 
1.130x10-4 mol/L, and 1.120x10-4 mol/L.  Find the average pH of solution.



Geometric Mean (Average)
Example 7: Find mean ionic molality of the following solutions: (i) 0.2 
mol/kg NaCl solution; (ii) 0.25 mol/kg CaCl2 solution and (iii) 0.15 mol/kg 
Ca3(PO4)2 solution.



Harmonic Mean (Average)



Harmonic Mean (Average)

(1/x)

7.37 0.153 0.1357
7.28 0.155 0.1374
8.97 0.125 0.1115
6.28 0.179 0.1592
3.89 0.289 0.2571
5.52 0.204 0.1812
8.93 0.126 0.1120
3.46 0.325 0.2890
4.59 0.245 0.2179
3.63 0.310 0.2755

Table 5:  and D



Harmonic Mean (Average)
Example 8: In 0.1 M CaCl2 aqueous solution, diffusion coefficient of 
Ca2+ and Cl- are 7.9x10-10 m2/s and 20.3x10-10 m2/s, respectively. Find 
the diffusion coefficient of CaCl2.   



Median & Mode
The median is the middle value of a dataset when it is ordered 
from least to greatest. If the dataset has an even number of 
observations, the median is the average of the two middle 
numbers.

Example: For the dataset: 3, 5, 6, 8, 9 The median is 6 (the 
middle value).

For the dataset: 3, 5, 6, 8 The median is

Mode

The mode is the value that appears most frequently in a 
dataset. A dataset can have more than one mode if multiple 
values have the same highest frequency.

Example: For the dataset: 2, 4, 4, 6, 6, 6, 8 The mode is 6 
(appears most frequently).



Quartiles & Percentiles

Quartiles

Quartiles divide the dataset into four equal parts. The first 
quartile (Q1) is the median of the lower half, the second 
quartile (Q2) is the median, and the third quartile (Q3) is the 
median of the upper half.

Example: For the dataset: 1, 3, 5, 7, 9, 11, 13

− Q1 (first quartile) = 3

− Q2 (median) = 7

− Q3 (third quartile) = 11

Percentiles

Percentiles divide the dataset into 100 equal parts. The nth 
percentile is the value below which n% of the data falls.

Example: For the dataset: 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 The 25th 
percentile (P25) is 3 (25% of the data is below 3).



Measures of Dispersion

Measures of dispersion describe the spread or variability 
within a dataset. They help us understand how much the 
data points differ from the central value.

• Range

• Variance

• Standard Deviation

• Interquartile Range (IQR)

• Mean Absolute Deviation (MAD)



Range & Variance
Range
The range is the difference between the maximum and minimum values in a 
dataset. It gives a quick sense of the spread.

𝑅 = 𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛

Example: For the dataset: 4, 8, 6, 5, 3
 Range=8−3=5

Variance
The variance measures the average squared deviation of each data point from 
the mean. It provides a sense of how much the data points vary from the mean.

𝜎2 =
∑ 𝑥𝑖 − ҧ𝑥 2

𝑛
Example: For the dataset: 4, 8, 6, 5, 3
1.Calculate the mean:

Find the squared deviations:

Calculate the variance:



Standard Deviation & Interquartile Range (IQR)
Standard Deviation
The standard deviation is the square root of the variance. It is the most commonly 
used measure of dispersion and provides a sense of how spread out the data points 
are around the mean.

𝜎 =
∑ 𝑥𝑖 − ҧ𝑥 2

𝑛

Example: For the dataset: 4, 8, 6, 5, 3
1.Calculate the variance: 2.96

2.Calculate the standard deviation: Standard Deviation= 2.96 ≈1.72

Interquartile Range (IQR)
The interquartile range is the difference between 
the first quartile (Q1) and the third quartile (Q3). It 
measures the spread of the middle 50% of the data 
and is less affected by outliers.
Example: For the dataset: 1, 3, 5, 7, 9, 11, 13
1.Q1 (first quartile) = 3
2.Q3 (third quartile) = 11
3.Calculate the IQR: IQR=11−3=8

xmin xmaxҧ𝑥

Q1 Q2 Q3

R

IQR



Mean Absolute Deviation (MAD)

The mean absolute deviation measures the average distance between each 
data point and the mean of the dataset. It provides a sense of the variability in 
the data.

𝑀𝐴𝐷 =
∑|𝑥𝑖 − ҧ𝑥|

𝑛
Example: For the dataset: 4, 8, 6, 5, 3
1.Calculate the mean: 5.2

Find the absolute deviations:

Calculate the MAD



Are measures of central tendency and 
dispersion sufficient?

Measures of central tendency and dispersion provide estimates of data, 
but they fall short in key areas:

• Quantifying uncertainty: Assess data unpredictability and variability.

• Assessing reliability: Evaluate data consistency and accuracy for valid 
conclusions.

• Predicting outcomes: Use past data to forecast future events.

• Analyzing distribution: Examine data for skewness, kurtosis, and 
patterns.

• Making inferences: Draw conclusions, factoring in uncertainty and 
assumptions.

• Supporting decisions: Apply probabilistic models to minimize risks in 
choices.

A deeper understanding of probability is essential to address these 
limitations.



Probability
Experiment: 

• An experiment is any process or action that produces a set of possible 

outcomes. Experiments are generally repeatable and controlled, with 

outcomes that can vary.

• Example: Rolling a six-sided die is an experiment, as it produces one 

outcome from a set of six possible numbers (1, 2, 3, 4, 5, or 6).

Trial: 

• A trial is a single instance or execution of an experiment. Each trial yields 

one outcome from the possible outcomes of the experiment.

• Example: If we roll the die three times, each roll is a separate trial. Each 

trial might yield a different outcome, such as rolling a 2 on the first roll, a 

5 on the second roll, and a 3 on the third roll.

Event: 

• An event is a specific outcome or a set of outcomes from an experiment. 

Events can be as simple as a single outcome or more complex, involving 

multiple outcomes.

• Example: For the die roll experiment, an event could be "rolling an even 

number," which includes the outcomes {2, 4, 6}. Another event could be 

"rolling a 3."



Probability
Probability is a measure of how likely an event is to occur, quantified betwe
en 0 (impossible) and 1 (certain). It's the foundation of statistics and ever
yday decision-making.

Example:

Think of flipping a fair coin. There are two possible outcomes: heads or tail
s. Each outcome is equally likely. The probability P of getting heads (or tail
s) is:

𝑃 ℎ𝑒𝑎𝑑𝑠 =
Number of favorable outcomes

Total number of outcomes
=

1

2
= 0.5

In this case, the probability is 0.5 or 50%, meaning there's an equal chance
of getting heads or tails.

Another Example:

Rolling a six-sided die. The probability of rolling a 4 is:

P(rolling a 4) =
Number of favorable outcomes

Total number of outcomes
=

1

6
≈ 0.167

This means there's roughly a 16.7% chance of rolling a 4 on a six-sided die.

These examples illustrate how probability helps us understand and predict
the likelihood of different outcomes.
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Measurement Error & Probability

The measured quantity can be represented as 

𝑥 = 𝜇𝑥 + 𝜖𝑥

Where, 

• 𝒙 is the measured quantity is the observed or recorded 
value obtained from the measurement process.

• 𝝁𝒙 is true value is the actual, precise value of the quantity 
being measured (which is often unknown or idealized).

• 𝝐𝒙 is error represents the difference between the 
measured quantity and the true value. This error can be 
positive or negative, depending on whether the measured 
value is above or below the true value.
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Measurement Error & Probability

• Measurement error can 
be modeled with 
probability to quantify 
uncertainty in 
measurements.

• Errors often stem from 
instrument limitations, 
observer variability, or 
environmental factors.

• Imagine a situation in 
which just four small 
random errors, 𝑠, combine 
to give an overall error.

• Assume that each error 
has an equal probability of 
occurring and that each 
can cause the final result 
to be high or low by a 
fixed uncertainty ±𝑈.

Combinations of
Uncertainties

Magnitude of
Random Error

Number of
Combinations

Relative
Frequency

-U1-U2-U3-U4 -4s 1 0.0625

+U1-U2-U3-U4

-U1+U2-U3-U4

-U1-U2+U3-U4

-U1-U2-U3+U4

-2s 4 0.2500

+U1+U2-U3-U4

-U1-U2+U3+U4

+U1-U2+U3-U4

-U1+U2-U3+U4

-U1+U2+U3-U4

+U1-U2-U3+U4

0s 6 0.3750

-U1+U2+U3+U4

+U1-U2+U3+U4

+U1+U2-U3+U4

+U1+U2+U3-U4

+2s 4 0.2500

+U1+U2+U3+U4 +4s 1 0.0625

Measured error can be modelled by probability distribution:
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Measurement Error & Probability
Measured error can be modelled by probability distribution:

Combinations of 4 small errors 
of equal probability

Combinations of 16 small errors 
of equal probability

• With increasing the number of measurement, data distribution becomes 
narrower, smooth, bell-shaped curved.

• The mathematical function that describes the curve is probability 
distribution function (PDF).

• The PDF that represents bell-shaped curve is normal or Gaussian PDF.
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Probability Distribution Function (PDF)

Normal/ Gaussian PDF

𝑓 𝑥 =
1

𝜎 2𝜋
𝑒

−
𝑥−𝜇 2

2𝜎2

where

𝜇 is the population mean, which is equal to 
∑𝑥𝑖

𝑛

𝜎 is the population standard deviation given by 
∑ 𝑥𝑖−𝜇 2

𝑛

Properties 

1) Symmetric, continuous, bell-shaped

2) Area under the curve −∞

∞
𝒇 𝒙 𝒅𝒙 = 𝟏

3) Area under the curve represents the total probability 
which is 1 indicating that probability is 100%

4) The probability within the interval x1 and x2 is 𝒙𝟏

𝒙𝟐 𝒇 𝒙 𝒅𝒙 

Area = 1

𝑥1 𝑥2
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Probability Distribution Function (PDF)

Standard Normal/ Gaussian PDF

Let 𝑧 =
𝑥−𝜇

𝜎
,  and 

 g(z) is the pdf of z

g(z) is given by

 𝑔 𝑧 = 𝑓 𝑥 ⋅
𝑑𝑥

𝑑𝑥

Now, 𝑥 = 𝑧𝜎 + 𝜇 ⟹
𝑑𝑥

𝑑𝑧
= 𝜎

Substituting above information,

 𝑔 𝑧 = 𝑓 𝑧𝜎 + 𝜇 ⋅ 𝜎

 𝑔 𝑧 =
1

𝜎 2𝜋
𝑒

−
𝑧𝜎+𝜇−𝜇 2

2𝜎2 ⋅ 𝜎

  𝑔 𝑧 =
1

2𝜋
𝑒−

𝑧2

2

Area = 1

Standard Normal/ Gaussian PDF

Standard Normal/ Gaussian PDF 
can also be simply derived by 
putting 

𝝁 = 𝟎

𝝈 = 𝟏

𝒛 = 𝒙

In Normal/ Gaussian PDF

𝒈 𝒛 =
𝟏

𝟐𝝅
𝒆−

𝒛𝟐

𝟐
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Probability Distribution Function (PDF)

−3𝜎 −2𝜎 −1𝜎  0𝜎   1𝜎   2𝜎    3𝜎  

0
.3

4
1

0
.3

4
1

0
.1

3
4

0
.1
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4

0
.0

2
1

0
.0

2
1

Range between Area Area %

𝟎𝝈 to 𝟏𝝈 0.341 34.1

−𝟏𝝈 to 𝟎𝝈 0.341 34.1

−𝟏𝝈 to 𝟏𝝈 0.682 68.2

𝟏𝝈 to 𝟐𝝈 0.134 13.4

−𝟐𝝈 to −𝟏𝝈 0.134 13.4

−𝟐𝝈 to 𝟐𝝈 0.954 95.4

𝟐𝝈 to 𝟑𝝈 0.021 02.1

−𝟐𝝈 to −𝟏𝝈 0.021 02.1

−𝟑𝝈 to 𝟑𝝈 0.997 99.7

As can be seen that

− Data with 1𝜎 is about 68.2%

− Data with 2𝜎 is about 95.4%

− Data with 3𝜎 is about 99.7% 

Standard Normal/ Gaussian PDF
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Probability Distribution Function (PDF)
Skewness

Skewness is the asymmetry of a 
distribution around its mean. 

𝑺𝒌𝒆𝒘𝒏𝒆𝒔𝒔, 𝒔𝒌 =
𝟑(𝒎𝒆𝒂𝒏 − 𝒎𝒆𝒅𝒊𝒂𝒏)

𝝈
• If 𝑠𝑘 > 3, it is positive (right) skew

• If 𝑠𝑘 < 3, it is negative (left) skew

• If 𝑠𝑘 = 3, there is now skew

Kurtosis

Kurtosis is the "tailedness" or the 
sharpness of the peak of a distribution. 
It helps describe whether data points 
tend to cluster around the mean or if 
they produce outliers. 

𝑲𝒖𝒓𝒕𝒐𝒔𝒊𝒔, 𝜸 =
𝒎𝒆𝒂𝒏 − 𝒎𝒆𝒅𝒊𝒂𝒏 𝟒

𝝈𝟐

• If 𝛾 < 3, it is Platykurtic

• If 𝛾 > 3, it is Leptokurtic

• If 𝛾 = 3, it is Mesokurtic (normal)
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Other Probability Distribution Function (PDF)
Lognormal PDF
The lognormal probability density function (PDF) describes a continuous probability 
distribution of a random variable whose logarithm is normally distributed. If 𝑥 is 
lognormally distributed, then ln(𝑥) follows a normal distribution.
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0.15

0.20

0 1 2 3

0.00

0.05

0.10

0.15

0.20

0 5 10 15

𝑥 ln(𝑥)

Lognormal PDF: 𝑓 𝑥, 𝜇, 𝜎 =
1

𝑥𝜎 2𝜋
𝑒

−
(ln 𝑥−𝜇)2

2𝜎2     𝑥 > 0

Lognormal
Normal

When does it occur?
The lognormal distribution arises in chemistry when a variable is influenced by 
multiplicative processes or random growth factors.

Example: Reaction Times, Concentration Data, Particle Size Distribution, etc.
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Other Probability Distribution Function (PDF)
Exponential PDF
It is used to model the time or distance between independent events that 
occur at a constant average rate.

Exponential PDF: 𝑓 𝑥, 𝜆 = 𝜆𝑒−𝜆𝑥 where 𝑥 ≥ 0

When does it occur?
Exponential distributions often 
describe random events or 
waiting times in processes where 
events are memoryless (i.e., the 
probability of an event occurring 
in the future does not depend on 
past events).

Here, 𝜆 is the rate parameter, which is the reciprocal of the mean (𝜆 = 1/𝜇).

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0 5 10 15
𝒙

Example: 

• Radioactive Decay:
• Reaction Times in First-Order 

Reactions:
• Diffusion-related Processes:
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Other Probability Distribution Function (PDF)
Rectangular (Uniform) PDF

It describes a situation where all outcomes within a specific range are 
equally likely, with zero probability outside that range. 

Rectangular PDF: 𝑓 𝑥, 𝑎, 𝑏 =
1

𝑏−𝑎
 where a ≤ 𝑥 ≤ 𝑏

When does it occur?
A rectangular PDF can describe the 
distribution of data in situations where 
uniformity is expected within defined 
bounds

𝒙

Example: 

• Measurement Noise or Uncertainty 
(Instrument specification ±5%)

• Energy Distributions (Probability of 
occupation of energy state)

• Random Mixing Scenarios (equal probability 
of solute conc. in uniform solution)
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2.00

3.00

4.00
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Other Probability Distribution Function (PDF)
Triangular PDF

A triangular probability density function (PDF) is a distribution shaped like a 
triangle, defined by three parameters: the minimum value 𝑎, the maximum 
value 𝑏, and the mode 𝑐 (the most probable value). 

Triangular PDF: 

𝑓 𝑥 =
2(𝑥−𝑎)

(𝑏−𝑎)(𝑐−𝑎)
 where a ≤ 𝑥 ≤ 𝑐

𝑓 𝑥 =
2(𝑏−𝑥)

(𝑏−𝑎)(𝑏−𝑐)
 where c ≤ 𝑥 ≤ 𝑏

When does it occur?

The PDF rises linearly from 𝑎 to 𝑐 and 
then decreases linearly from 𝑐 to 𝑏, 
making it suitable for scenarios where 
values near the mode are more likely 
but extremes are possible within a 
defined range.

𝒙

Example: 

• Empirical or Limited Data (Instrument 
specification ±5%)

• Processes with Natural Limits (Probability of 
occupation of energy state)

• Random Mixing Scenarios (equal probability 
of solute conc. in uniform solution)
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Other Probability Distribution Function (PDF)
Gamma Distribution: 

It is a continuous probability distribution that models the time required for 
a specific number of events to occur in a Poisson process. 

•  Two parameters characterize it:

✓ Shape parameter (𝑘): Determines the skewness.
✓ Scale parameter (𝜃): Determines the spread.

• The gamma distribution is widely used in scenarios involving waiting times, 
lifetimes, and queuing systems.

Gamma PDF: 

𝑓 𝑥; 𝑘, 𝜃 =
𝑥𝑘−1𝑒−𝑥/𝜃

𝜃𝑘Γ(𝑘)
 (𝑥 > 0, 𝑘 > 0, 𝜃 > 0

The gamma function, Γ(𝑘) = 0

∞
𝑡𝑘−1𝑒−𝑡𝑑𝑡

0.00
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Other Probability Distribution Function (PDF)
Gamma Distribution: 

When does it occur?

• Consider a multi-step chemical reaction where the formation of a 
product requires 𝑘 intermediate steps, and the time for each step 
follows an exponential distribution with rate parameter 𝜆. 

• The total reaction time for the 𝑘 steps will follow a gamma distribution 
with:

− 𝑘 = number of steps (shape parameter), 

− 𝜃 = 1/𝜆 (scale parameter).

• This is useful in studying reaction mechanisms and estimating reaction 
times under various conditions.

• Example:

− Radioactive Decay

− Reaction Kinetics

− Chromatography

− Molecular Events
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Other Probability Distribution Function (PDF)
Beta Distribution: 

The beta distribution is a continuous probability distribution defined on the 
interval [0,1]. It is parameterized by two positive shape parameters, 𝛼 and 
𝛽, which control the shape of the distribution. Its probability density 
function (PDF) is given by:. 

 𝑓 𝑥; 𝛼, 𝛽 =
𝑥𝛼−1 1−𝑥 𝛽−1

𝐵(𝛼,𝛽)
 𝑓𝑜𝑟 0 ≤ 𝑥 ≤ 1

𝐵 𝛼, 𝛽 = න
0

1

𝑡𝛼−1 1 − 𝑡 𝛽−1𝑑𝑡 =
Γ 𝛼 Γ(𝛽)

Γ(𝛼 + 𝛽)

𝒙

• The gamma distribution 
is widely used in 
scenarios involving 
waiting times, lifetimes, 
and queuing systems.
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Other Probability Distribution Function (PDF)
Beta Distribution: 

When does it occur?

• Consider the fractional binding of a ligand to a receptor. If the 
proportion of bound receptors, 𝑥, is influenced by two competing factors 
(e.g., ligand affinity and receptor saturation), the distribution of 𝑥 
might follow a beta distribution. For instance:

− 𝛼: relates to the number of successful ligand-receptor binding 
events.

− 𝛽: relates to the number of non-binding attempts or receptors 
remaining unoccupied.

• If measurements of 𝑥 yield varying probabilities, the beta distribution 
provides a way to model the range of fractional bindings between 0 (no 
binding) and 1 (full saturation).

• Example:

− Reaction Probabilities

− Molecular Populations

− Spectroscopic Intensities

− Chemical Kinetics
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Other Probability Distribution Function (PDF)
Binomial Distribution (discrete): 

The binomial distribution describes the probability of obtaining a fixed 
number of "successes" in a specified number of independent trials, each 
with the same probability of success.

 𝑃 𝑋 = 𝑘 =
𝑛
𝑘

𝑝𝑘 1 − 𝑝 𝑛−𝑘 𝑤ℎ𝑒𝑟𝑒
𝑛
𝑘

=
𝑛!

𝑛! 𝑛−𝑘 !

• P(X=k) is the probability of exactly 𝑘 successes in 𝑛 trials.

• 𝑛 = number of trials.

• 𝑘 = number of successes.

• 𝑝 = probability of success in a single trial.

𝒙

• The binomial distribution appears in 
chemistry in scenarios where processes can 
be considered a series of independent 
binary outcomes (e.g., success/failure, 
yes/no, presence/absence). 
− Molecular Interactions
− Spectroscopy
− Chemical Kinetics
− Statistical Thermodynamics
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Other Probability Distribution Function (PDF)
Binomial Distribution (discrete): 

Example in Chemistry

Consider a reaction where the probability 𝑝 of a molecule reacting upon collision is 0.4, 
and there are 𝑛=10 collisions. The binomial distribution can help determine the 
probability of exactly 𝑘=5 successful reactions:

𝑃 𝑋 = 5 =
10
5

0.45 1 − 0.4 10−5

10
5

=
10!

10! 10 − 5 !
= 252

𝑃 𝑋 = 5 = 250 × 0.45 × 0.65 = 0.2007

Thus, the probability of exactly 5 successful reactions is 20.07%.
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Other Probability Distribution Function (PDF)
Poison Distribution (discrete): 

The Poisson distribution is a discrete probability distribution that expresses 
the probability of a given number of events occurring within a fixed interval 
of time, space, or other domains, provided these events occur independently 
and at a constant average rate.

 𝑃 𝑋 = 𝑘 =
𝜆𝑘𝑒−𝜆

𝑘!

• P(X=k): Probability of observing 𝑘 events.

• 𝜆: Mean number of events per interval (rate parameter).

• 𝑘: Number of occurrences (non-negative integer).

• 𝑒: Euler's number (≈2.718).

𝒙

• In chemistry, the Poisson distribution 
often describes processes where:

• Rare Events: Events occur randomly 
and rarely, e.g., radioactive decay.

• Constant Probability: Each event has 
the same likelihood of occurring.

• Independence: Events occur 
independently of each other.
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Other Probability Distribution Function (PDF)
Poison Distribution (discrete): 

1. Radioactive Decay: 

The number of radioactive emissions detected in a fixed time interval 
(e.g., the count rate from a Geiger-Müller counter) often follows a 
Poisson distribution.

Example: If a sample emits an average of 𝜆=5 decays per second, the 
probability of detecting 3 decays in one second is:

𝑃 𝑋 = 3 =
53𝑒−5

3!
= 0.1404

2. Photon Emission in Spectroscopy:

The number of photons emitted by a molecule during fluorescence 
within a fixed time.

3. Molecular Collisions in Gases:

The number of collisions experienced by a molecule in a small time 
interval.

4. Chemical Reaction Events:

In single-molecule reaction studies, the number of reaction events 
detected in a fixed observation window.
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Other Probability Distribution Function (PDF)
Poison Distribution (discrete): 
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Other Probability Distribution Function (PDF)
Poison Distribution (discrete): 
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Other Probability Distribution Function (PDF)
Poison Distribution (discrete): 
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Other Probability Distribution Function (PDF)
Poison Distribution (discrete): 
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Other Probability Distribution Function (PDF)
Poison Distribution (discrete): 
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Other Probability Distribution Function (PDF)
Poison Distribution (discrete): 
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Other Probability Distribution Function (PDF)
Poison Distribution (discrete): 
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